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ABSTRACT: Dealing with high dimensional data of the form p>n for multivariate analysis of missingness is very complicated. It arises in many 

fields mainly in social science, economics and medical study; genome is an example for that where is to mention that samples are very less 

compared to study elements nothing but variables. The analysis is a combination of large covariate vectors with response and non-response 

effects of unknown functional form related to response variable of interest. Thus, there is a need for regularized regression models, with effect of 

smoothing parametric method to do this in this work combine regularization by incorporating different types of covariates. Although 

regularization approaches fits to framework but the computation high demands in high dimensional analysis they also rely on penalized 

estimation. The solution is to implement regularization in iteration based smoothing approaches to fit such analysis. The proposed algorithm 

called Iterative Bayesian Additive Lasso (IBAL) is compared with standard methods in medical analysis and produced unbiased results. The 

overall work done in multi core environment offered by Cloud Service called Microsoft Azure. The performance is estimated with benchmarks 

like Standard Error (SE), Mean Square Error (MSE), and Confidence Interval (CI). 
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1. Introduction 

Dealing with high dimensional data of the form p>n for 

multivariate analysis of missingness is very complicated 

[7][8][9]. To make this process simple and flexible 

multivariate analysis is replaced with univariate analysis in 

iterative manner, where each variable conditionally imputed 

one by one to deal problem of multivariate missingness. By 

using simple stochastic algorithm producers randomly 

impute missing values one variable each at a time 

conditionally. Until the convergence is measured the 

variables are looped. Iterative imputation is a procedure 

applied to high dimensional demands separate framework in 

five stages. Firstly it focuses on background details which 

includes Imputation, Gibbs sampling, and Imputation in 

iterative approach. Second, described multivariate analysis 

of missing data in multicore environment. Third section 

introduces proposed work. Forth focus on implementation 

and results. Finally work is concluded. 

2. Background 

2.1. Multivariate Missing Data 

Denoted complete data to be of size n p  where n to be 

considered samples and p to be set of   variables, 

corresponding matrix to be mentioned  
1 PY (Y ,.....,Y )  . 

From that considering  
thj  variable represented as  

 j 1j njY  y ,..., y
T

  , it to be composed set of observed 

and missing values. The response related to values in k 

variables to be treated as vector  
kr  .  

The value will be 

either 0 or 1 for missing data and observed data. 

After that defined observed and missing data corresponding 

to k variables to be mentioned as: 

 (k)

obs obsY = Y , k = 1, ...,p
 

 (k)

mis misY = Y  ,k = 1, ...,p . 

 

The study continued on univariate variable Y j
composed 

with observed and imputed data , to be denoted as  

obs misY  (Y ,Y )k j j
   and also there is a need specifying  

complement  and to be represented as 

obs misY  (Y ,Y )k j j   , set of remaining variables after 

excluding  Y j
. Here mentioned that complements related to 

missing and observed data and to mention in (1).                       
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 

 
obs obs

mis mis

 Y [Y  ( )], =1,...,j-1, j + 1,...,p ,

Y = [Y  ( )], =1,...,j-1, j + 1,...,p .

j

j

l l

l l






                        

(1) 

With all above considerations, denoted Y j
 complete data 

with observed and missing values and Y k
 to be set of all 

values except Y j
.To model missing data number of 

mechanisms includes which to be mentioned one by one. 

First one, missing at random (MAR) where cause of 

missingness not depends on missing proportion but to be on 

observed data. Second one,Missing Completely at Random 

(MCAR)in which the proportion of missing factor seriously 

basis on values which are depends to missing data. Last one, 

Missing Not at Random (MNAR) [14], where missing values 

are depends on missing  data and to be non-ignorable case 

.The mechanism of MCAR and MAR to be considered as 

ignorable case. 

2.2. MI with Bayesian Modeling 

The approach which is extremely popular and it is used  in 

MI for estimating unknown regression  coefficients  to 

impute missing values using mechanism of Gibbs Sampling 

and data augmentation [11].General mechanism of MI 

includes for every data set, determine set estimators using  

predictive distribution for each variables and with that 

missing data to be drawn using posterior predictive 

distribution and finally generated M imputed data sets. To 

establish conditional distribution MI incorporated parametric 

approach called Bayesian inference in which missing data is 

derived by specifyinga joint distributions P(Y|θ)and with a 

prior π(θ)
. 

The complete idea is shown in (2)
 

     mis obs mis obsP Y |Y Y |XY ,θ  P | dθobsYP                                                   
(2)             

 

Where   (θ)PP θ | X (Y|θ) . It is very difficult to 

perform such distribution directly to resolve the mechanism 

of Gibbs sampler or Markov chain Monte Carlo techniques 

were used to draw approximate samples. The study in this 

work used data augmentation strategy to iteratively draw θ  

given 
obs mis(Y ,Y ) and 

misY given
obs(Y ,θ) .  

2.2.1. Gibbs sampler 

The method Gibbs sampler [11], helps to solves high 

dimensional problems in the form of jointdistribution but 

first it divides a set of complex distribution into simple 

conditionaldistributions.Consider, P(Y)  represents the 

complete joint distribution and be simulated with iterative 

draws with set of conditional distribution and include final 

result as mostfrequent drawn values. 

Let be consider an example how distributions are derived 

with number of steps: 

At stage of k , joint distribution is derived using 

( ) ( ) ( ) ( )

1 2Y ={Y ,Y ,........,Y }k k k k

n  
Similarly in stage (k+1)   to be considered as 

( 1) ( 1) ( 1) ( 1)

1 2Y ={Y ,Y ,........,Y }k k k k

n

   
 

 

With the following detailed procedure can be shown with 

respect to all varaibales: 

( 1)

1 1 2 2Y ={Y |Y ,Y ,.......,Y ]k k k k

n



 
( 1)

2 2 1 3Y ={Y |Y ,Y ,.......,Y ]k k k k

n



 
. 

. 

.
 

( 1)

1 2 1Y ={Y |Y ,Y ,.......,Y ]k k k k

n n n



  
 

Similarly, the procedure is applied continuously and derived

( 2) ( 3)Y , Yk k 
, and so on. The process of sequence 

 ( )Y ,k = 1, 2, 3, . . . ,nk
 will follow markov chain  

strategy. 

2.2.2. Data Augmentation 

Another special consideration to Gibbs sampler is two 

component method which is calledData augmentation. The 

two component sampler represented as
( ) ( )

1 2Y=(Y ,Y )k k

.
 

Considering approach components are drawn with the 

following way: 

A. Approximate
( 1)

1Y k
, with the given conditional 

distribution 
( 1)

1 2P |Y( )Y k
 

B. Similarly for
( 1)

2Y k
, derived with distribution 

conditionally
( 1)

2 1P |Y( )Y k
. 

 

Applied probability distributions to observed data iteratively 

to update parameter value. 

The estimated value is used to impute missing values and to 

be considered as Imputation Stage, and the estimation of 

value done at Posterior Stage. 

( 1)

Im m oStage =Y = ( |θ(t) Y ) P Y ,k

m


 

( 1) ( 1)

oStage θ =P(θ | Y ,Y )k k

Post m

 
 

Consider data set ( 1)Y k with observedand missing data at 

iteration (k – 1).  

To derive Y(k) , process need to be done variable by 

variable. 
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Observed in each step Markov chain applied toAlgorithm 

and derives posterior distribution to the Bayesian model and 

modified values of the parameters and then finally imputed 

data.  

2.3. Multicore Environment 

Multi core processors have several execution units where 

Scheduler allocatesthe tasks which are small programs to 

different cores.Example: Consider three imputation tasks 

namely T1, T2 and T3 and each one had subsequent 

workflow execution to mention as F1, F2 & F3. The Task 

one execute 3 functions, T2 two and T3 only one and the 

complete idea described in Figure 2.3. To execute each set of 

functionalities with respect Task demands individual core 

and is provisioned by Multi core environment offered by 

cloud. 

 
Fig.2.3: Multicore Environment 

 

Each task has its own set of properties which could be 

dependent or independent of each other. They are 

collectively called functionality of a task. Tasks are allocated 

across several cores without considering the functionalities. 

 

3. Proposed Method 

3.1. Additive Lasso  

The model of applying variable selection in case of n > p 

with Additive models [15] known to most of applications. 

We assume 
p

ij i j ijj=1
E[y |x ] (( f (y )))h   and the function 

h applied toevery element of an  unknown parameter reside 

in function f. Number of alternatives to approximate function 

f and among the smoothing is the best strategy with different 

cubic or regression spine introduced. The mechanism is very 

much suit for high dimensional data modelling. 

3.2. Regularization methods 

The rationale of regularization methods [12] is to penalize 

the loglikelihoodfunction: 

2β'=arg min β(||Y-Xβ|| )+g(β)  

Whereg (𝛽) is a penality function and it is equal to 
2λ || β||

which is leads to Ridge regression which 
2λ || β|| leads to 

Lasso. 

          β'=arg min β Y-Xβ 2+λ||β 1) (|| || ||  

The technique, least absolute shrinkage and selection 

operator (lasso) for estimation in linear models was first 

formulated. Based on this lasso method which adds apenalty 

term to the residual sum of squares and penalizes the 

coefficients ofcandidate predictors, shrinking some of the 

unimportant coefficients to zero and thus achieves variable 

selection where λ>0 the regularization parameter is.  

 

3.3 Iterative Bayesian Additive Model for Multiple 

Imputation (IBALMI) 

The method of iterative imputation, demands to determine 

estimation of p conditional models, j j -j jg (X |X ,θ ) , for 

j jθ  with prior distributions
j jπ (θ )  where j=1,......,p . 

When there is no ambiguity, used jg to be considered as 

specification to the conditional model for variable j .In case 

of imputation strategy used
1 1 1 1 1g (X | X ,X ,θ )m o


 to refer 

to the conditional distribution of missing data 
1Xm

 given (

1 1X ,Xo


) and

1θ .  
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Iterative imputation is that, where need to generate 

regression model for 
pX  given 

pX 
with p steps.The 

implementation which reduces the model complexity. In 

contrast, full Bayesian or likelihood modeling requires the 

more difficult task of constructing a joint model for X. 

Whether it is preferable to perform p easy tasks or one 

difficult task depends on the problem at hand. The proposed 

work, applied extended additive model to perform 

imputation which results minimized penalized least square 

criterion. 

1
2( )

1

2|| || arg (   )j

bjp
xf

jj aj
Y dxXmin



 
    

Where [aj, bj] is interval for which an estimate of fj is 

sought. Each function in above equation is penalized by a 

separate fixed smoothing parameter 𝜆j 

3.5 Implementation and Results  

The proposed method applied over clinical study with gene 

expression data with number of patients considered to be 200 

and from each subject collected expression oriented features 

with the form of 1036 genes and are generated through 

microarray experiments. From that picked one of expression 

as outcome y, and rest are to be considered as set of 

predictors and results regression model to be considered as: 

 1 1035 0 1 1 1035 1035,.......| ,  E y z z z z    

 

To fit analysis to large sample study above mentioned 

model took much time it is required to apply regularized 

iterative method and then model to be rewritten as: 

 1 568 0 1 1 56 568,.......,|  E y z z z z      

In original data there is no missing data and to perform 

imputation strategy generated missing data with logistic 

model to the original data set and the model is to be 

represented as: 

45 1234log 0   1 [ (     2  .)]it P y z z       

Approach is worked for estimation of 𝛽 with possible 

imputation methods over simulation of 300sets. The 

performance of propose imputation method compared with 

standard methods with bench marks of Bias and RMSE 

(Root Mean Square Error) and is shown in Table 3.5.1. 

Table3.5.1: Performance analysis of imputation methods in 

gene analysis  

 
Consistent with the simulation results to minimize 

computation time, our proposed algorithm IBALMI(Iterative 

Bayesian Additive Lasso MI)  result better  performance 

compare to standard methods and also shown that results to 

be similar to complete case analysis. Later, study applied by 

dividing entire data sets into subsets from that compare to 

original complete data sub set produce least MSE and 

unbiased results. Compared Single Imputation (SI), 

RegularizedMI (RMI) the proposed algorithm Bayesian 

Lasso MI (BLMI) andBayesian Iterative Lasso MI (BLMI) 

results better performance. Moreover, it is observed that 

compared to complete data small predictors give better 

performance in terms of RMSE.The complete analysis done 

on multicore envirionment provisioned by cloud amazon to 

reduce model complexity and results shown in Table 

3.5.2.As a final results multicore produces high speed 

compared to physical environment especially in high 

provisioned resources. 

Table3.5.2: Multicore performance analysis of proposed 

method in gene analysis 

 

4. Conclusion 

In summary, our numerical results suggest that the 

Regularized methods  and its extensions are better suited for 
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MI which is an inherently iterative Bayesian multiplies 

imputing missing values in the presence of high-dimensional 

data than the other regression methods, which opens us the 

door to conduct imputation in the high-dimensional setting 

(p>n or p >> n). Compared with the existing MI approaches 

based on the classical regression techniques, the main 

advantages of the proposed methodology are as follows: (1) 

it is directly applicable to both low-dimensional and high-

dimensional data and (2) it is a principled approach 

achieving simultaneous predictor selection and parameter 

estimation in imputation models. 
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