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Abstract—This paper describes the Framingham Heart Study one of the most important epidemiological studies ever conducted, and the 

underlying analytics that led to our current understanding of cardiovascular disease. 

 

The logistic regression algorithm is used to analyse the Framingham data set and predict the heart risk of a patient. 
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I.  INTRODUCTION 

There were early misconceptions in the first half of the 20th 

century about blood pressure. 

High blood pressure, dubbed essential hypertension, was 

considered important to force blood through arteries, and it 

was considered harmful to lower blood pressure. 

Today, of course, we know better. 

 

In the late 1940s, the US government set out to better 

understand cardiovascular disease. 

The plan was to track a large cohort of initially healthy 

patients over their lifetimes. 

A city was chosen, the city of Framingham, Massachusetts, 

to be the site for the study. 

Framingham has an appropriate size. 

It's not too large, it's not too small. 

It has a stable population that doesn't move too much. 

And the doctors and residents were quite cooperative. 

So in 1948, the Framingham Heart Study started. 

 

The study included 5,209 patients, aged 30 to 59. 

Patients were given a questionnaire and an examination 

every two years. 

During this examination, their physical characteristics were 

recorded, their behavioral characteristics, as well as test 

results. 

Exams and questions expanded over time, but the key in the 

study was that the trajectory of the health of the patients was 

followed during their entire lifespan. We will build models 

using the Framingham data to predict and prevent heart 

disease. 

II. PROPOSED APPROACH 

In this paper, we'll be using analytical models to prevent 

heart disease. 

The first step is to identify risk factors, or the independent 

variables, that we will use in our model. 

Then, using data, we'll create a logistic regression model to 

predict heart disease. 

Using more data, we'll validate our model to make sure it 

performs well out of sample and on different populations 

than the training set population. 

Lastly, we'll discuss how medical interventions can be 

defined using the model. 

 

We'll be predicting the 10-year risk of coronary heart 

disease or CHD. 

This was the subject of an important 1998 paper introducing 

what is known as the Framingham Risk Score. 

This is one of the most influential applications of the 

Framingham Heart Study data. 

 

We'll use logistic regression to create a similar model. 

CHD is a disease of the blood vessels supplying the heart. 

This is one type of heart disease, which has been the leading 

cause of death worldwide since 1921. 

In 2008, 7.3 million people died from CHD. 

Even though the number of deaths due to CHD is still very 

high, Age-adjusted death rates have actually declined 60% 

since 1950. 

This is in part due to earlier detection and monitoring partly 

because of the Framingham Heart Study. 

 

Before building a logistic regression model, we need to 

identify the independent variables we want to use. 

When predicting the risk of a disease, we want to identify 

what are known as risk factors. 

These are the variables that increase the chances of 

developing a disease. 

Identifying these risk factors is the key to successful 

prediction of CHD. 

  

We'll focus on the risk factors that they collected data for in 

the original data collection for the Framingham Heart Study. 

We'll be using an anonymized version of the original data 

that was collected. 

This data set includes several demographic risk factors-- the 

sex of the patient, male or female; the age of the patient in 

years; the education level coded as either 1 for some high 

school, 2 for a high school diploma or GED, 
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3 for some college or vocational school, and 4 for a college 

degree. 

The data set also includes behavioral risk factors associated 

with smoking-- whether or not the patient is a current 

smoker and the number of cigarettes that the person smoked 

on average in one day. 

Medical history risk factors were also included. 

These were whether or not the patient was on blood pressure 

medication, whether or not the patient had previously had a 

stroke, whether or not the patient was hypertensive, and 

whether or not the patient had diabetes. 

 

Lastly, the data set includes risk factors from the first 

physical examination of the patient. 

The total cholesterol level, systolic blood pressure, diastolic 

blood pressure, Body Mass Index, or BMI, heart rate, and 

blood glucose level of the patient were measured. 

 

Now that we have identified a set of risk factors, we will use 

this data to predict the 10 year risk of CHD. 

First, we'll randomly split our patients into a training set and 

a testing set. 

Then, we'll use logistic regression to predict whether or not 

a patient experienced CHD within 10 years of the first 

examination. 

 All of the risk factors were collected at the first examination 

of the patients. 

After building our model, we'll evaluate the predictive 

power of the model on the test set. 

We have data for 4,240 patients and 16 variables. 

We have the demographic risk factors male, age, and 

education; the behavioral risk factors currentSmoker and 

cigsPerDay; the medical history risk factors BPMeds, 

prevalentStroke, 

prevalentHyp, and diabetes; and the physical exam risk 

factors totChol, sysBP, diaBP, BMI, heartRate, and glucose 

level. 

The last variable is the outcome or dependent variable, 

whether or not the patient developed 

CHD in the next 10 years. 

We split our data into a training set and a testing set 

.  

Here, we'll put 65% of the data in the training set. 

When you have more data like we do here, you can afford to 

put less data in the training set and more in the testing set. 

This will increase our confidence in the ability of the model 

to extend to new data since we have a larger test set, and 

still give us enough data in the training set to create our 

model. 

 

Now,  

 

Now we're ready to build our logistic regression model 

using the training set. 

We'll use here where we predict our dependent variable 

using all of the other variables in the data set as independent 

variables.  

 

Let's take a look at the summary of our model. 

 

It looks like male, age, prevalent stroke, total cholesterol, 

systolic blood pressure, and glucose are all significant in our 

model. 

Cigarettes per day and prevalent hypertension are almost 

significant. 

All of the significant variables have positive coefficients, 

meaning that higher values in these variables contribute to a 

higher probability of 10-year coronary heart disease. 

 

III. RESULTS 

Now, let's use this model to make predictions on our test set.  

 

Now, let's use a threshold value of 0.5 to create a confusion 

matrix. 

. 

With a threshold of 0.5, we predict an outcome of 1, the true 

column, very rarely. 

This means that our model rarely predicts a 10-year CHD 

risk above 50%. The accuracy of this model is 1069 plus 11, 

divided by the total number of observations in our data set, 

1069 + 6 + 187 + 11. 

So the accuracy of our model is about 84.8%. 

Comparing this to the accuracy of a simple baseline method. 

 

The more frequent outcome in this case is 0, so the baseline 

method would always predict 0 or no CHD. 

This baseline method would get an accuracy of 1069 

+ 6-- this is the total number of true negative cases--divided 

by the total number of observations in our data set, 1069 + 6 

+ 187 + 11. 

So the baseline model would get an accuracy of about 

84.4%.  

We will compute the out-of-sample AUC. 

So we have an AUC of about 74% on our test set, which 

means that the model can differentiate between low risk 

patients and high risk patients pretty well. 

As we saw in R, we were able to build a logistic regression 

model with a few interesting properties. 

It rarely predicted 10-year CHD risk above 50%. 

 

So the accuracy of the model was very close to the baseline 

model. 

However, the model could differentiate between low risk 

patients and high risk patients pretty well with an out-of-

sample AUC of 0.74. 

Additionally, some of the significant variables suggest 

possible interventions to prevent CHD. 

We saw that more cigarettes per day, higher cholesterol, 

higher systolic blood pressure, and higher glucose levels all 

increased risk.  

 

IV. CONCLUSION 

 

A compressive study of framingham heart data set has been 

done using logistic regression algorithm. Although the 

accuracy of the final result is higher than the baseline model, 

there is still further scope of improvement.  
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