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Abstract—The histogram is one of the important characteristics of grayscale images, and the histogram equalization is effective method of 

image enhancement. When processing color images in models, such as the RGB model, the histogram equalization can be applied for each color 

component and, then, a new color image is composed from processed components. This is a traditional way of processing color images, which 

does not preserve the existent relation or correlation between colors at each pixel. In this work, a new model of color image enhancement is 

proposed, by preserving the ratios of colors at all pixels after processing the image. This model is described for the color histogram equalization 

(HE) and examples of application on color images are given. Our preliminary results show that the application of the model with the HE can be 

effectively used for enhancing color images, including underwater images. Intensive computer simulations show that for single underwater 

image enhancement, the presented method increases the image contrast and brightness and indicates a good natural appearance and relatively 

genuine color. 

Keywords — Image enhancement, histogram equalization, color models, color enhancement measure. 
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I.  INTRODUCTION 

Image enhancement and image resolution are very crucial 

in many remote sensing image processing applications, such as 

hyper-spectral data feature extraction [1], classification[2,6] 

and segmentation [3,7], cloud detection [4,5], remote sensing 

measurements [8,9]. However, the low remote sensing image 

resolution and image quality limits above applications [9]. 

In the last few decades, underwater image analytics has 

become an active research area in ocean engineering [10]-[17]. 

The image quality of underwater images plays a key role in 

many practical underwater imaging systems that include the 

monitoring of sea life, marine ecological research, accessing 

geological environment, aquatic robot inspection of the 

underwater cables and pipelines, underwater photography, and 

ocean search and rescue [18,19]. Therefore, effective methods 

to enhance and analyze underwater images are very important 

and desired [20]. The existing image analytics research, which 

includes image enhancement, shows that underwater images 

advance new challenges and carry out major engineering 

problems because of (a) the physical properties of underwater 

environment which causes the degradation of the images; (b) 

the absorption and scattering effects of the water that limit the 

visibility of underwater objects resulting images captured by 

underwater cameras, which are usually suffered from a low 

contrast, non-uniform illumination, blurring, bright artifacts, 

noise, and diminished color [11,12]; (c) it is hard to acquire 

visible agreeable images due to the absorptive and dispersion 

nature of sea water; (d) the visibility of the image is inadequate 

in the underwater environment (the image colors can be 

washed out in a distance around 12m in clear water, and almost 

5m in turbid water [24]); (e) insufficient research in analysis of 

underwater images. As a result, degraded underwater images 

show some limitations when being used in above applications 

and decrease the accuracy rate of underwater object detection 

and segmentation, and marine biology recognition [19,20]. 

The image enhancement is a powerful tool for many image 

processing applications, including the underwater imaging, 

wherein it is required to improve characteristics and quality of 

images, especially color images [31,32],[58]-[60],[77,78]. 

Many image enhancement algorithms have been developed for 

processing grayscale images that are based on the human visual 

system and, then, applied to color images. The existent 

methods of color image enhancement can be divided by three 

classes (see the review in [76]). The first two classes process 

color images, by using the traditional approach; i.e., the color 

components of the images are processed separately. This 

approach to color image enhancement cannot always 

adaptively compensate the contrast degradation of underwater 

images and new methods should be developed for restoring 

colors and enhancing contrast of underwater images. Here, we 

can separate the methods which enhance color image 

components directly in the spatial domain into the first class, 

and methods developed in the frequency domain belong to the 

second class. The first class includes many methods using 

different look-up tables, which include the square-root and log 

transformations [73], unsharp masking [22],[68], histogram 

equalization [28], histogram modification techniques [21]-

[27],[30,34,35], monotonic sequences [29], contrast masking 

[24] and contrast entropy [69,71]. 

mailto:name@yahoo.com


International Journal on Future Revolution in Computer Science & Communication Engineering                                      ISSN: 2454-4248 
Volume: 4 Issue: 5                                                                                                                                                                               36 – 47 

_______________________________________________________________________________________________ 

37 

IJFRCSCE | May 2018, Available @ http://www.ijfrcsce.org                                                                 

_______________________________________________________________________________________ 

The second class of methods is with unitary transforms, 

such as the Fourier, Hartley, Hadamard, heap, and cosine 

transforms [38]-[44],[66]-[70],[84]. Among these transforms, 

the discrete Fourier transform (DFT) plays the most important 

role in grayscale image enhancement [37,58,59]. In this class of 

methods, we can mention the method of alpha-rooting and its 

modifications that include the alpha-rooting by zones, which 

are simple and effective when processing grayscale images 

[33,38,54,59,30]. The tensor transform allows for processing 

and enhancing the image by direction image components 

[53],[55]-[57]. The retinex method with different modifications 

[72]-[76] can also be included in this class, since the fast 

realization of the multi-scale retinex with the Gaussian filters is 

performed through the DFT. 

 

Recently, several high quality image enhancements have 

been developed, by transferring color images from different 

color models to quaternion space [46] and, then, processing by 

the two-dimensional quaternion Fourier transform (2-D QDFT) 

[47],[79]-[83]. We refer these methods to the third class of 

color image enhancement methods. In color-to-quaternion 

images, the color at each pixel is considered and processed as 

one unit. Due to fast algorithms of the 2-D QDFTs [48,49], 

transform-based methods of image enhancement can 

effectively used for color imaging that can be considered as a 

part of the quaternion imaging. Here, we mention the method 

of alpha-rooting of color image enhancement by the 2-D left-

side, right-side, and two-side QDFTs [45,51,52], as well as the 

method of color enhancing through the enhancing direction 

color image components in tensor representation [49,50]. 

As illustration of methods of the above mentioned three 

classes of image enhancement, we consider the color image 

“Ancuti3 input.jpg” from [78]. Figure 1 shows this image of 

size 768×1024 in part (a), the histogram equalization 

performed on each color component of the image in part (b), 

the component-wise alpha-rooting by the 2-D DFT in part (c). 

The red, green, and blue components were processed with 

α=0.80, 0.84, and 0.78, respectively. The alpha-rooting of the 

color image, by the 2-D quaternion DFT and α = 0.70, is shown 

in part (d). 

 

 

 
 

Figure 1. (a) The original image in the RGB color mode, (b) 

component-wise HE, (c) component-wise (0.80,0.84,0.78)-

rooting by the 2-D DFTs, and (d) the 70-rooting by the 2-D 

QDFT. 

 

 

In this paper, we introduce a novel approach to color image 

enhancement that is not referred to any of the three major 

classifications of the existing image enhancement methods that 

were mentioned above. A new model for color image 

processing is proposed when the color image is represented by 

a grayscale image and the ratios of the color components at 

each pixel are calculated and used later after enhancing the 

grayscale image, in order to reconstruct the colors from the 

new grays. This model is simple and can be used for any color 

model, including the RGB, XYZ, and HSV color spaces 

[28,46]. In this model, the method of histogram equalization is 

applied. This process is called the color histogram equalization 

and illustrated on different color images. The quality of the 

color image enhancement is estimated by the well-known 

measure EMEC [45]-[47]. The rest of the paper is organized in 

the following way. Section 2 presents the diagram and the main 

steps of the new model for color image processing. The 

measure of color image enhancement, EMEC, is also 

described. The application of the color histogram equalization 

is described in detail in Section 3. Examples of color image 

enhancement by the HE in the proposed model are given. 

Section 4 describes the application of the bi-HE in the proposed 

model with examples. Conclusion is in Section 5. 

 

II.  MODELS WITH COLOR RATIOS 

 

In this section, a new approach for color image 

enhancement is described, by transforming color images into 

gray-scales, applying the known method of histogram 

equalization (HE) with subsequent composition of new color 

images, by using the ratios of color components in original 

color images. The enhancement is described for images in the 

RBG color model; other color models, such as the XYZ, 

CMY(K), and many others, can similarly be used. 

The distinguishing feature of the proposed model over the 

existing models can be described as follows: (1) the color 

components at each pixel are processed as one unit, not 

separate; (2) only one grayscale image is processed; and (3) the 

characteristics of colors are preserving. Here, the 

characteristics are related to the color ratios at each pixel, such 

as red/green and red/blue, and green/blue ratios. These 

characteristics can be described by the ratios of the red, green, 

and blue colors to the gray. The block-diagram of the proposed 

color histogram equalization (CHE) in the RGB color model is 

shown in Fig. 2. 
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Figure 2. Block-diagram of color image HE. 

This block-diagram has the following main steps: 

Step 1 (block 1): The color image 

𝑓𝑛,𝑚 = (𝑟𝑛,𝑚 , 𝑔𝑛,𝑚 , 𝑏𝑛,𝑚 ) 

of size 𝑁 × 𝑀 × 3 is presented as three channel image with 

primary color components, r(ed), g(reen), and b(lue) in pixels 

in the RGB model. 

Step 2 (block 2): The color image 𝑓𝑛,𝑚  is transferring to the 

grays, by using one of the compositions of type 

𝑖𝑛,𝑚 = 𝑎1𝑟𝑛,𝑚 + 𝑎2𝑔𝑛,𝑚 + (1 − 𝑎1 − 𝑎2)𝑏𝑛,𝑚 .             (1) 

Here, values of parameters 𝑎21  and 𝑎2  are selected from the 

interval (0,1). For instance, the case when 𝑎2 = 𝑎1 = 1/3is for 

the grayscale image 

𝑖𝑛,𝑚 = (𝑟𝑛,𝑚 + 𝑔𝑛,𝑚 + 𝑏𝑛,𝑚 )/3,                     (2) 

and the case when 𝑎1 = 0.3 and 𝑎2 = 0.59 is for the grayscale 

image of brightness, 

𝑖𝑛,𝑚 = 0.3𝑟𝑛,𝑚 + 0.59𝑔𝑛,𝑚 + 0.11𝑏𝑛,𝑚 .             (3) 

Step 3 (block 3): Two ratios of the colors are calculated at 

each pixel by 

𝜆1 = 𝜆1 𝑛,𝑚 = 𝑟𝑛,𝑚/(𝑟𝑛,𝑚 + 𝑔𝑛,𝑚 + 𝑏𝑛,𝑚 )           (4) 

and 

𝜆2 = 𝜆2 𝑛,𝑚 =
𝑔𝑛,𝑚

𝑟𝑛,𝑚 + 𝑔𝑛,𝑚 + 𝑏𝑛,𝑚

,           (5) 

if we select the red and green colors. Then, the similar ratio for 

the blue color can be calculated by (1 − 𝜆1 − 𝜆2). 

The color ratios can also be calculated as 𝜆3 = 𝜆3 𝑛,𝑚 =

𝑔𝑛,𝑚/𝑟𝑛 ,𝑚  and 𝜆4 = 𝜆4 𝑛,𝑚 = 𝑏𝑛,𝑚/𝑟𝑛,𝑚 ,  or any other two 

ratios between three colors. In this case, 𝜆1 = 1/(1 + 𝜆1 +

𝜆2),  and 𝜆2 = 𝜆1𝜆3. 

Step 4 (block 4): The grayscale image is processed by the 

histogram equalization, 

    𝑖𝑛,𝑚 → 𝑖𝑛,𝑚
′ .                                          (6) 

Step 5 (block 5): It is assumed that the new image 

represents the color image in the same model, i.e., 

𝑖𝑛,𝑚
′ = 𝑎1𝑟𝑛,𝑚

′ + 𝑎2𝑔𝑛,𝑚
′ + (1 − 𝑎1 − 𝑎2)𝑏𝑛,𝑚

′ .             (7) 

Therefore, the colors can be calculated from the grays 𝑖𝑛,𝑚
′  

of the processed image, by using the color ratios calculated in 

Step 3; namely, 

𝑟𝑛,𝑚
′ = 𝜆1𝑠𝑛,𝑚

′   

𝑔𝑛,𝑚
′ = 𝜆2𝑠𝑛,𝑚

′                                     (8) 

𝑏𝑛,𝑚
′ =  1 + 𝜆1 + 𝜆2 𝑠𝑛,𝑚

′ = 𝑠𝑛,𝑚
′ − 𝑟𝑛,𝑚

′ − 𝑔𝑛,𝑚
′ , 

where the sum of new colors 𝑠𝑛,𝑚
′ = 𝑟𝑛,𝑚

′ + 𝑔𝑛,𝑚
′ + 𝑏𝑛,𝑚

′  can be 

calculated by 

𝑠𝑛,𝑚
′ =

𝑖𝑛,𝑚
′

𝑎1𝜆1 + 𝑎2𝜆2 +  1 − 𝑎1 − 𝑎2 (1 − 𝜆1 − 𝜆2)
.     (9) 

Step 6 (block 6): The new color image in the RGB model is 

calculated by 

𝑓𝑛,𝑚
′ =  𝑟𝑛,𝑚

′ , 𝑔𝑛,𝑚
′ , 𝑏𝑛,𝑚

′  .                          (10) 

A. Histogram Equalization and Color Ratios 

The histogram is one of the important characteristics of 

grayscale images. The histogram is a function 𝑕(𝑟) defined on 

the integer range [0, 𝐿]  of the discrete image 𝑔𝑛,𝑚  of size 

𝑁 × 𝑀 . This function at each point 𝑟  gives the number 

[cardinality (card)] of pixels (𝑛,𝑚) in the image with the level 

𝑟 of intensity, 𝑕(𝑟) = 𝑐𝑎𝑟𝑑{(𝑛,𝑚); 𝑔𝑛,𝑚 = 𝑟}. The values of 

𝑟 are in the range of intensities [𝑟0 , 𝑟1], where 𝑟0 = min(𝑓) and 

𝑟1 = max 𝑓 . The histogram is normalized as 𝑕(𝑟) =

𝑕(𝑟)/𝑁/𝑀, so that 0 < 𝑕(𝑟) < 1. In the HE, the monotonic 

transformation is used 

𝑇(𝑟) = 𝑇(𝑟0) + [𝑇(𝑟1) − 𝑇(𝑟0)]𝐹(𝑟),                (11) 

where the discrete distribution function of intensity is 

calculated as 

𝐹(𝑟) = 𝑕(𝑟0) + 𝑕(𝑟0 +  1) + ⋯ + 𝑕(𝑟), 𝑟 = 𝑟0: 𝑟1 . 

For many images, the range of intensities is the integer interval 

[0,255]. In this case, the transform in Eq. 11 has a simple form: 

𝑇(𝑟) = 255𝐹(𝑟) being rounding to integer. The HE is based 

on the idea of transforming the image into another image with 

the histogram having equal values. 
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Theoretically, the equalization can be achieved on a 2-D 

function 𝑓(𝑥, 𝑦) on the plane, but not on discrete images gn,m, 

which are defined on a discrete lattice and have quantized 

values. Therefore, the HE as a look-up table (with the scaled 

cumulative density function) when applied for the discrete 

image 𝑔𝑛,𝑚  results in an image with a histogram that is more 

flat than the original histogram. 

The conventional HE tends to change the mean brightness 

of the image to the middle level of the dynamic range by 

leaving too much empty space on the grayscale and results in 

annoying artifacts and intensity saturation effects and the 

noises of the whole image are also increased. To solve this 

problem, several new techniques, including mean brightness 

preserving histogram equalization, have been proposed [25]-

[27],[60]. All above methods of HE cannot directly be applied 

to color images because of modifying the relationship between 

original color image components (red, green, and blue). To 

reconstruct image component relationship, a several color 

correction algorithms or color image models could be 

considered. This work introduces a new color image 

component controlling image enhancement framework. This 

framework is illustrated on enhancement of low exposure 

underwater images, by applying a commonly used histogram 

equalization method on only one grayscale image that 

represents the color image in grays. The ratios of colors are 

preserved at each pixel, and in general, we assume that some 

changes of these ratios might also be considered, by 

introducing special functions on ratios; but this topic is beyond 

the score of our paper. 

B. Quantitative Measure of Color Image Enhancement 

     To measure the quality of color images, we consider the 

described in [38,39],[58]-[60] quantitative measure of image 

enhancement that is based on the ratio of the maximum and 

minimum of intensity in the logarithm scale. This measure is 

based on the Weber and Fechner laws stated that the human 

visual detection depends not on the difference but the ratio of 

light intensity [36]. A grayscale discrete image  𝑥𝑛,𝑚   of size 

𝑁1 × 𝑁2 is divided by k1k2 blocks of given size 𝐿1 × 𝐿2 each, 

where integers 𝑘𝑖 =   𝑁𝑖  /𝐿𝑖 , 𝑖 = 1,2. Here, the rounding 

operation is denoted by  .  . The quantitative measure of 

enhancement of the image is calculated by 

𝐸𝑀𝐸 𝑥 =
1

𝑘1𝑘2

  20 ln  
max𝑘,𝑙(𝑥)

min𝑘,𝑙(𝑥)
 

𝑘2

𝑙=1

𝑘1

𝑘=1

.           (12) 

max𝑘,𝑙(𝑥) and  min𝑘,𝑙(𝑥) respectively are the maximum and 

minimum of the image 𝑓𝑛,𝑚  inside the (𝑘, 𝑙)-th block. In this 

block, the ratio in the logarithm  

r𝑘,𝑙 = ln  
max𝑘,𝑙(𝑥)

min𝑘,𝑙(𝑥)
 = ln  max𝑘,𝑙 𝑥  − ln  min𝑘,𝑙 𝑥   

shows the range of intensity of the image in the logarithm 

scale. Therefore, 𝐸𝑀𝐸(𝑥) determines the average-block scale 

of intensities in the image. For many images, the 5×5 or 7×7 

blocks are used, when calculating the measure EME. In 

calculation of the EME function, the blocks with zero 

min𝑘,𝑙 𝑥  can be skipped or the number 1 can be added to the 

image 𝑥 , to avoid zero values of 𝑥  for ln(𝑥)  function. For 

images with a noise, instead of maximum and minimum 

operations, we can consider the order statistics next to them. 

The quantitative measure of enhancement of the image can be 

defined by 

𝐸𝑀𝐸 𝑥 =
1

𝑘1𝑘2

  20 ln  
(OR2)𝑘,𝑙(𝑥)

(ORT−1)𝑘,𝑙(𝑥)
 

𝑘2

𝑙=1

𝑘1

𝑘=1

,         (13) 

where 𝑇 = 𝑘1𝑘2 , and (OR2)𝑘,𝑙(𝑥)  and (ORT−1)𝑘,𝑙(𝑥)  are the 

order statistic number 2 and 𝑇 − 1, respectively, of the image 

𝑥𝑛,𝑚  inside the  𝑘, 𝑙 -th block. 

When processing color images 𝑓 = (𝑟, 𝑔, 𝑏)  in the RGB 

color model, we can analyze the enhancement functions EME 

for all three channels. However, as shown in [57,58], instead of 

calculating three functions 𝐸𝑀𝐸(𝑟), 𝐸𝑀𝐸(𝑔), and 𝐸𝑀𝐸(𝑏) , 

the following enhancement measure [61] of the color image 

can be used: 

𝐸𝑀𝐸𝐶 𝑓 =
1

𝑘1𝑘2

  20 ln  
max𝑘,𝑙(𝑟, 𝑔, 𝑏)

min𝑘,𝑙(𝑟, 𝑔, 𝑏)
 

𝑘2

𝑙=1

𝑘1

𝑘=1

.      (14) 

Thus, the maximum and minimum values of the color image in 

the (𝑘, 𝑙) -th block are calculated as max(𝑓) = max(𝑟, 𝑔, 𝑏) 

and min(𝑓) = min(𝑟, 𝑔, 𝑏) . This concept of enhancement 

measure, EMEC, was used when processing the image by the 

traditional 2-D DFT, as well as by the quaternion 2-D DFT 

[47],[50]-[52]. The color enhancement measure EMEC can be 

used to estimate enhancement in the RGB color space and 

other color models. In the XYZ space, when 𝑓 = (𝑓𝑋 , 𝑓𝑌 , 𝑓𝑍), 

the enhancement measure is similarly defined: 

𝐸𝑀𝐸𝐶 𝑓 =
1

𝑘1𝑘2

  20 ln  
max𝑘,𝑙(𝑓𝑋 , 𝑓𝑌 , 𝑓𝑍)

min𝑘,𝑙(𝑓𝑋 , 𝑓𝑌 , 𝑓𝑍)
 

𝑘2

𝑙=1

𝑘1

𝑘=1

. 

III. EXPERIMENTARY RESULTS 

In this section, we illustrate the color histogram 

equalization (CHE) in the proposed model. The results of CHE 

are given together with the HE applied separately for each 

color component. As an example, we consider the underwater 

color “fishes” image of size 601×980 that is shown in Fig. 3. 

The EMEC of this image is 20.81 with the block size 𝐿1 ×

𝐿2 = 5 × 5. All EMEC and EME measures calculated on color 

and grayscale images in this paper use the same block size 5×5. 
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Figure 3. Original color image in the RGB model. 

When transferring this color image 𝑓𝑛,𝑚  into a grayscale 

image, in Step 2 of the diagram in Fig. 2, we consider the case 

when 𝑎1 = 𝑎2 = 1/3, and 

𝑖𝑛,𝑚  = (𝑟𝑛,𝑚   +  𝑔𝑛,𝑚   +  𝑏𝑛,𝑚  )/ 3,                    (15) 

 

where 𝑛 = 0: 600  and 𝑚 = 0: 979 . Figure 4 shows this 

grayscale image for the “fishes” image. The EME of this 

grayscale image is 2.79.  

 

 
 

Figure 4. The grayscale image representing the color “fishes” 

image. 

 

On this stage of the algorithms, the ratios of colors 

𝜆1(𝑛,𝑚) and 𝜆2(𝑛,𝑚) that are described in Eqs. 4 and 5 are 

calculated. Figure 5 shows the ratio 𝜆1(𝑛,𝑚) as the grayscale 

image.  

 

 
 

Figure 5. The grayscale image representing the ratio 𝜆1(𝑛,𝑚)  

for the color “fishes” image. 

 

     The histogram equalization of the grayscale “fishes” image 

𝑖𝑛,𝑚  is shown in Fig. 6. The EME of the new image 𝑖𝑛,𝑚
′  is 

parts (a), (b), and (d), respectively. The EMEC of the new 

color image is 12.55, which is larger than for the original 

grayscale image, 𝐸𝑀𝐸(𝑖) = 2.79. 

 

 
Figure 6. The histogram equalization of the grayscale image 

𝑖𝑛,𝑚 . 

Figure 7 shows the histogram of the grayscale “fishes” 

image 𝑖𝑛,𝑚  before and after the histogram equalization in parts 

(a) and (b), respectively. 

 
(a)        (b) 

Figure 7. Histograms of (a) the grayscale image and (b) of 

its HE. 

The new color image is “reconstructed” by Eq. 8 from the 

obtained grayscale image, by using the calculated ratios of 

colors, as described in Step 5 in the above block-diagram. 

Since, 𝑎1 = 𝑎2 = 1/3, the sum of new colors 𝑠𝑛,𝑚
′ = 3𝑖𝑛,𝑚

′ . 

Figure 8 shows the new color image 𝑓𝑛,𝑚
′   in part (c). The 

histograms of new red, green, and blue colors are shown in 

parts (a), (b), and (d), respectively. The EMEC of the new 

color image is 29.11, i.e., the improvement in measure is equal 

to 𝐸𝑀𝐸𝐶 𝑓𝑛,𝑚
′    −  𝐸𝑀𝐸𝐶(𝑓𝑛,𝑚 ) = 29.11 − 20.81 = 8.30. 

As can be seen from the above histograms, the ranges of 

the green and blue components of the image exceed the 

original range [0, 255]. Therefore, we can scale the color 

components into this range and obtain the image that is shown 

in Fig. 9 in part (b). This procedure reduces the EMEC of the 

CHE of this image to 22.56. 

A. HE of All Color Components  

    In this subsection, we illustrate a few results of color image 

enhancement with the traditional approach when each color 

component of the “fishes” and other images are processed 

separately. 

Figure 10 shows the grayscale transformation of the HE 

of color components of the “fishes” image. The values of 

EME measure for each of three color components before and 

after the HE are given in Table 1. One can see the increase in 

measure for all three components. For instance, the EME of 

the color component from 𝐸𝑀𝐸(𝑟𝑛,𝑚 ) = 4.96 increases more 

than tree times to 𝐸𝑀𝐸(𝑟𝑛,𝑚
′ ) = 16.60. 
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Figure 8. Histograms of the (a,b,d) red, green, and blue 

components of the (c) new color image. 

 
                              (a)                                                          (b) 

     Figure 9. The CHE of the “fishes” image (a) before and (b) 

after scaling the range of colors (with EMEC equal 29.81 and 

22.56, respectively).  

 

 
Figure 10. Three grayscale transformations of colors in 

component-wise HE. 

 

     Figure 11 shows the result of the component-wise HE of 

the “fishes” image in part (a) and the result of the CHE in part 

(b). 

 
                             (a)                                                          (b) 

Figure 11. The HE of the image applied separately three 

times to color components and (b) only ones in the proposed 

model. 

The enhancement measure of the component-wise HE of 

the “fishes” image is 20.42 that is less than the EME of the 

CHE, as shown in Table 1. 

 

image EME New EME EMEC 

Original color   20.81 

Red 4.96 16.10  

Green 2.60 10.84  

Blue 2.28 10.42  

HE by 3 colors   20.42 

Color HE   29.11 

Color HE 

(scaled) 

  22.56 

 

Table 1: Measures of images by the color-wise HE and CHE. 

In another example, Fig. 12 shows the color image (which 

we call the “big fish” image) of size 340×561 in part (a) and 

the result of the component-wise HE of the image in part (b). 

The image has been enhanced; however, the colors of the 

ground and pebble on it can actually not be the colors of “the 

sunny coast” under the water, as they are seen in the image in 

part (b). 

 

 
                           (a)                                                          (b) 

 

     Figure 12. (a) The color image and (b) HE of the image 

applied separately three times for color components. 

 

We consider the application of the CHE. Figure 13 shows the 

CHE when preserving the color ratios the in part (a). The 

scaled version of this image is given in part (b).  

 

 
                          (a)                                                          (b) 

 

     Figure 13. The color HE of the image (a) before and (b) 

after the scaling the range of colors to [0, 255].  

 

EMEC measures of these images are given in Table 2. 
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Color image Measure 

EMEC 

“big fish” 29.5971 

HE by 3 colors 32.9611 

color HE 40.6279 

color HE 

(scaled) 

42.1228 

 

Table 2: Measures of images by the color-wise HE and CHE. 

It should be noted that our main goal is not to compare the 

results of CHE in the proposed and traditional models of color 

imaging. The goal is to show that the proposed model can be 

used together with the traditional model in color image 

enhancement. 

     In another example, Fig. 14 shows the color “coral” image 

of size 405×763 in part (a) and the result of the component 

wise HE of the image in part (b).  

 
                             (a)                                                          (b) 

Figure 14. (a) The color “coral” image and (b) HE of the 

image applied separately three times for color components. 

    Figure 15 shows the CHE when preserving the color ratios 

in part (a). The scaled version of this image is given in part 

(b). 

 
                           (a)                                                          (b) 

      Figure 15. The CHE of the “coral” image (a) before and 

(b) after the scaling the range of colors to [0, 255]. 

The values of EMEC measure of these images are given in 

Table 3. 

Color image Measure 

EMEC 

“coral” 34.5695 

HE by 3 colors 23.1553 

color HE 37.3534 

color HE 

(scaled) 

33.3087 

 

Table 3: Measures of images by the color-wise HE and CHE. 

In Fig. 16, the color image (which we call the “fish #2” image) 

of size 350×525 is shown in part (a), and the CHE of the 

image in parts (b) and (c). The values of EMEC measure of 

these images are given in Table 4. 

 

 
            (a)                                 (b)                                   (c) 

 

     Figure 16. (a) The color image and the CHE preserving the 

color ratios (b) before and (c) after the scaling.  

 

Color image Measure 

EMEC 

“fish #2” 9.1181 

color HE 13.2459 

color HE 

(scaled) 

14.2745 

 

Table 4: Measures of images by the CHE. 

Figure 17 shows the color image of size 1843×1230 in part (a). 

The image enhanced by the CHE is shown in part (b) and its 

scaled version in part (c). 

 
         (a)                                    (b)                                    (c) 

     Figure 17. (a) The original image in the RGB color model  

(EMEC is 19.0563) and CHE (b) before (EMEC is 30.2193) 

and (c) after scaling (EMEC is 21.4421). 

 

     The CHE is calculated from the HE of the grayscale image 

that is shown in Fig. 18 in part (a). The EME measure of this 

image is 2.0866 and the EME=7.2171 is for the HE that is 

shown in part (b). 

 
                 (a)                                                                   (b) 

Figure 18. (a) The grayscale image (EME is 2.0866) and 

(b) the HE of the image (EME is 7.2171). 

     Figure 19 shows the color image of size 1496×2000 of the 

AirAsia 8501 plane‟s part found underwater. The result of the 

HE that was applied separately three times for color 

components of the image is shown in part (b). The CHE of the 

color image, which was applied in the proposed model, is 

shown in part (c).  
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         (a)                                    (b)                                     (c) 

 

     Figure 19. (a) The color image, (b) the HE applied 

separately to each color components, and (c) the CHE 

preserving the color ratios.  

 

EMEC measures of these images are given in Table 5. 

Color image Measure 

EMEC 

“AirAsia 8501” 9.2349 

HE of 3 colors 9.2270 

color HE 10.5884 

 

Table 5: Measures of images enhanced by the histogram 

equalization. 

     It should be noted that the color images 𝑓𝑛,𝑚  can also be 

enhanced though processing their “negative” images 𝑥𝑛,𝑚 =

255 − 𝑓𝑛,𝑚 , by the following diagram: 

𝑓𝑛,𝑚 → 𝑥𝑛,𝑚 → 𝑥𝑛,𝑚
′ = CHE 𝑥𝑛,𝑚  → 𝑓𝑛,𝑚

′ → 255 − 𝑥𝑛,𝑚
′ . 

Thus, the CHE is calculated on the “negative” color image 

and, then, the second “negative” image is calculated. 

     Figure 20 illustrates the results of the CHE that was applied 

on the “negative” of the “AirAsia 8501” image that is shown 

in Fig. 19(a). The EMEC value of the processed image by this 

CHE is 18.6966 and 13.3442 after the scaling. 

 

 
                             (a)                                                          (b) 

Figure 20. CHE of the “AirAsia 8501” image (a) before 

and (b) after the scaling. 

 

In the proposed model, the method of histogram equalization 

can be used together with the alpha-rooting enhancement, to 

increase the contrast and make more visible many details of 

the image after equalization. As example, Fig. 21 shows the 

grayscale image in part (a), which is calculated from the color 

image shown in Fig. 1(a). The HE of the grayscale image is 

shown in part (b) and after 0.94-rooting in part (c). This value 

of is chosen from the maximum of the measure function 

𝐸𝑀𝐸(𝛼) calculated for different values of 𝛼 from (0.5,1]. 

 

 
    (a)                                     (b)                                         (c) 

Figure 21. (a) The grayscale image (EME=1.7572), (b) the 

HE of the image (EME=8.7551), and (b) 𝛼-rooting of the HE 

(EME=11.2236).  

The color HE of these images is illustrated in Fig. 22. The 

image enhanced by the CHE, when using the grayscale image 

of HE, is shown in part (a) and in part (c) after scaling. The 

image enhanced by the CHE, when using the 𝛼-rooting of the 

HE, is shown in part (b) and in part (d) after scaling. 

   
(a)                           (b)                          (c)                           (d) 

    Figure 22. The color image enhancement, when using (a) 

the grayscale image, (b) the 0.94-rooting of the grayscale 

image, and (c) the image in (a) after scaling, (d) the image in 

(b) after scaling. 

IV. COLOR BI-HISTOGRAM EQUALIZATION 

     It is known that the histogram equalization does not 

preserve the mean value of the image. In the method of bi-

histogram equalization (bi-HE), this property can be achieved 

by dividing the range of intensity [𝑟0, 𝑟1] by three parts [𝑟0, 𝑡1], 

(𝑡1, 𝑡2), and [𝑡2, 𝑟1] with two thresholds 𝑡1  and 𝑡2 , such that 

𝑟0 <  𝑡1 < 𝑡2 ≤ 𝑟1. The HE separately is applied for the first 

two parts; the intensities greater than 𝑟 are not changed. Such 

bi-HE is described by the transform 

𝐵(𝑟)

=  

𝑟0 +  𝑡1 − 𝑟0 𝐹 𝑟 , if 𝑟 ∈  𝑟0 , 𝑡1 ;

𝑡1 + 1 +  𝑡2 − 𝑡1 − 1  𝐹 𝑟 − 𝐹 𝑡1  , if 𝑟 ∈ (𝑡1, 𝑡2];

𝑟, if 𝑟 ∈ (𝑡2, 𝑟1].

  

The values of the thresholds 𝑡1 and 𝑡2 are selected by the user, 

as well as by the methods proposed by Otsu [75] or the 

method of EME [76]. In the 𝑡2 = 𝑟1 case, when the intensity 

range is divided by two parts, [𝑟0 , 𝑡1] and (𝑡1, 𝑟1], the bi-HE is 

described by the transform 

𝐵(𝑟)

=  
𝑟0 +  𝑡1 − 𝑟0 𝐹 𝑟 , if 𝑟 ∈  𝑟0 , 𝑡1 ;

𝑡1 + 1 +  𝑡2 − 𝑡1 − 1  𝐹 𝑟 − 𝐹 𝑡1  , if 𝑟 ∈ (𝑡1, 𝑟1].
  

The processing of the color image in the proposed model with 

the bi-HE can be named the color bi-HE. 

  As an example, Fig. 23(a) shows the histogram of the 

grayscale image presenting the color image of the “fish” 

image shown in Fig. 12(a). This grayscale image was 

calculated by Eq. 2. The threshold 𝑡1 = 40 is also shown with 

the histogram. The result of the bi-HE of the grayscale image 

is shown in Fig. 23(b) and the histogram of the new image in 

Fig. 23(c).  
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Figure 23. (a) The histogram of the grayscale “big fish” 

image, (b) bi-HE of the image, and (c) histogram of the bi-HE. 

In the proposed model, from this grayscale image the color 

image is calculated by using the rations of colors of the 

original “big fish” image. Figure 24 shows the original “big 

fish‟ image in part (a) and the color image reconstructed from 

the bi-HE of the grayscale image in part (b). This bi-CHE of 

the image has the measure EMEC equal to 45.0517, or 

46.0656 after the scaling, which are larger than the 

corresponding values that are given in Table 2 for the CHE. 

 
                           (a)                                                          (b) 

Figure 24. (a) The „big fish‟ color image and (b) the bi-

CHE of this image. 

We also consider the color image that is shown in Figure 

16(a), which we name the “small fish.” The grayscale image 

calculated from this color image is shown in Fig. 25 in part (a) 

and its histogram in part (c). Two thresholds, 𝑡1 = 80  and 

𝑡2 = 140, are selected. The result of processing this image by 

the bi-HE with these thresholds is shown in part (b) and its 

histogram in part (d). These two thresholds are taken from the 

bright range intensity with very small values of histogram. 

 

 
                (a)                                                                (b) 

 
                 (c)                                                                     (d) 

 

Figure 25. (a) The color “small fish” image and (b) the bi-

HE with the threshold 40, and (c) and (d) histograms of these 

images, respectively.  

      In the proposed model, the color image was calculated 

from the grayscale image of the bi-HE, by using the rations of 

colors of the original image. Figure 26 shows the original 

“small fish‟ image in part (a) and the color image 

reconstructed from the bi-HE of the grayscale image in part 

(b). One can note a good enhancement of the image. 

 

 
(a)            (b) 

Figure 26. (a) The color “small fish” image and (b) color 

bi-HE of this image. 

 

V. CONCLUSION 

The new model for processing color images is proposed, 

which is based on the idea of preserving the color ratios in the 

image and processing the image in grays. The examples of 

color image enhancement by the histogram equalization are 

given together with the separate enhancement by all color 

components. The proposed model with color ratios can be 

used not only for the HE equalization. In the block #4 of the 

block diagram in Fig. 2, the bi-HE and many grayscale 

transformations different from HE can be applied, too. For 

instance, we consider the square-root transformation 𝑥 →

16 𝑥 + 1 , when the range of the image is [0,255]. As an 

example, Fig. 27 shows the original color image of size 

350×400 in part (a) and the square-root transform applied in 

the proposed model with color ratios in part (b). This model 

can also be used when enhancing color images in the 

frequency domain, for instance by the alpha-rooting, zonal 

alpha-rooting, and retinex. 

 

 
                            (a)                                                          (b) 

 

Figure 27. (a) The color image and (b) the square-root 

transform preserving the color ratios.  
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