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   Abstract -Electroencephalography (EEG) is a predominant tool for learning the stress behavior. This work concentrates towards stress detection 

by means of eye states. This work proposes a framework which would be supportive in identifying human stress level and as an outcome, 

distinguishes a normal or stressed person. In this work, we used decision trees, carried out the performance analysis and found that it gives good 

performance in recognizing the stress states. This analysis is performed with reference to eye state: whether eyes are closed indicating rest, open 

eyes with blinks  
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I. INTRODUCTION 

There are several human activities like vehicle driving, 

heavy equipment operation, hazardous materials 

manipulation, where the awareness and conscious control is 

a very important factor. The principal reason for measuring 

stress is to quantify the mental cost of performing tasks in 

order to predict operator and system performance [3]. We 

have to characterize mental states of operator performance, 

by finding patterns in timely changing physiological, 

measures like EEG (Electro Encephalography), with eye 

blinks. The said research work has significance in the 

general field of safety of individual working in monotonous 

environment like driving vehicle, landing an aircraft, 

operating machines and technology implications of a 

cognitive task analysis, in air force research, army research, 

and transport organizations concentrating on technology-

mediated attention enhancing safety [3]. The relevant 

information from each measurement is extracted via 

evaluation of a reduced set of selected features. These 

features are primarily obtained from filtered and processed 

versions of the raw time measurements with calculations of 

certain statistical and descriptive parameters. Selection of 

the reduced set of features was performed using DWT 

algorithm, thus constraining the computational cost of the 

real-time implementation. Different classification 

approaches have been studied, but classifier algorithms 

chosen for this investigation because they represent a good 

tradeoff between the intelligence of the solution and 

computational complexity [4]. This research paper deals 

with determining performance characteristics of EEG 

dataset using classifier models like Decision tree, SVM 

classifier & linear regression model. Comparative analysis is 

carried out to determine classification accuracy, time taken 

for processing, Confusion matrix and predictive analysis of 

actual v/s observed values. 

II. PROPOSED WORK 

The aim of proposed technique is to design and develop a 

method that analyze the stress level effectively and also 

tackle the intersubject difference of human stress and 

provide a techniques for reducing the stress among 

individuals for improving their performance in work. 

There are few researches on stress reduction techniques, 

therefore to control the health related issues generate from 

stress, stress reduction technique is important in relation to 

technology. So it motivates to do research on stress 

reduction. Consequently, this work is concerned with 

estimation of stress and analysis of human stress level by 

using the cluster-based analysis method and also developed 

a system will be helpful to reduce the human stress. 

System Design 

  
Figure 1.  Architecture of Proposed System 

In the proposed approach, the goal is to reduce the human 

stress after detecting the stress by using the EEG signals. 

The objective of this research is to accurately estimate the 

human stress and diagnose the human stress level. The 

estimation of stress can be done by analyzing the EEG 

features and the human stress level i.e. stress or relaxed 

http://en.wikipedia.org/wiki/Interdisciplinarity
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mode is shown by using clustering process [1][25]. The k-

means clustering will be used for dividing the subjects into 

subgroups for predicting the human stress level [1][25]. The 

aim is to reduce stress by introducing the interventions into 

the system if stress level of human is high and do the 

statistical analysis for checking that stress level is reduced or 

not. In the proposed approach, a method will be 

implemented to reduce the human stress, so that they can 

efficiently improve his/her performance in the work[25]. 

Stress reduction is an objective of proposed 

approach. To achieve this objective steps used in this study 

are describe below [25]. 

1. Get the test data for checking the stress. 

2. Do the data preprocessing on collected data. 

3. Classifying data using clustered based analysis 

method. 

4. If stress is high then introducing the intervention 

into the system. 

5. Perform statistical analysis on data for getting the 

results. 

6. Analyze the obtained results by performing 

comparative analysis of classifier models.  

First phase is to collect standard EEG Datasets, second 

phase is pre-processing, third phase is feature extraction, 

fourth phase is classification and final phase is 

emotion/stress detection. Inputs are taken from EEG 

Readings of RMS MAXIMUS Data obtained from 

Matrix Radiotherapy from Kolhapur. After collecting 

standard dataset, signals need to be preprocessed. Pre-

processing aims to simplify subsequent processing 

operations, improve signal quality without losing significant 

information. In this step, the recorded signals are processed 

to clean and remove noisy artifacts such as eye blinks in 

order to get the relevant information embedded in the 

signals. The next phase is feature extraction. After getting 

noise-free signals from the preprocessing phase, important 

features from the brain activities signals are extracted. 

Representative features obtained from the previous stage are 

classified using classification approach. 

III. COMPUTATIONAL RESULTS 

We conducted experiments on participants who have no 

history of psychiatric problems or neuro disorders. The 

purpose was clearly explained to them and consent was 

obtained from them. A wireless EEG device, Emotiv Epoch 

head set was placed according to international 10-20 system. 

The electrodes were attached to the scalp at position AF3, 

F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8 and AF4 

as shown in Figure 1[5]. 

 

 
Figure  2. Electrode placement on the scalp. 

 

The duration of the measurement was 117 seconds. The eye 

state was detected via a camera during the EEG 

measurement and added later manually to the file after 

analyzing the video frames. ‘0‘ indicates the eye-closed and 

‘1‘ the eye-open state. All values are in chronological order 

with the first measured value at the top of the data. 

EEG data was recorded. We validate the method using a 

participant study engaged in reading activity[8]. Using a 

support vector machine (SVM) classifier and other 

classifiers we perform comparative analysis of 

classification of EEG data and detect the stress of an 

individual by analyzing eye state. For  this classification 

procedure,we have formed the decision tree rules, textual 

representation of decision tree,Complexity Table of decision 

tree, confusion matrix(Error Matrix).This can be done by 

averaging the results of ten 10-fold cross-validation runs. In 

each of one 10-fold cross-validation run the data is split into 

70% training, 15% for tesing, 15% for validation 

partitions/folds[9] 

 

1. Decision Tree:  

Decision tree methodology is a commonly used data mining 

method for establishing classification systems based on 

multiple covariates or for developing prediction algorithms 

for a target variable. This method classifies a population into 

branch-like segments that construct an inverted tree with a 

root node, internal nodes, and leaf nodes. The algorithm is 

non-parametric and can efficiently deal with large, 

complicated datasets without imposing a complicated 

parametric structure. When the sample size is large enough, 

study data can be divided into training and validation 

datasets. Using the training dataset to build a decision tree 

model and a validation dataset to decide on the appropriate 

tree size needed to achieve the optimal final model [22]. The 

decision tree method is a powerful statistical tool for 

classification, prediction, interpretation, and data 

manipulation that has several potential applications in 

medical research.  
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Using decision tree models to describe research findings has 

the following advantages: 

• Simplifies complex relationships between input variables 

and target variables by dividing original input variables into 

significant subgroups. 

• Easy to understand and interpret. 

• Non-parametric approach without distributional 

assumptions[22]. 

 

Input: node n, partition D, split selection method S 

Output: decision tree for D rooted at node n 

 

Top-Down Decision Tree Induction Schema:[26] 

BuildTree(Node n, data partition D, split selection method 

S) 

(1) Apply S to D to find the splitting criterion 

(2) if (a good splitting criterion is found) 

(3) Create two children nodes n1 and n2 of n 

(4) Partition D into D1 and D2 

(5) BuildTree(n1, D1, S) 

(6) BuildTree(n2, D2, S) 

endif 

Decision tree algorithm for classification 

 
Fig 3. Decision tree model for classification of stress 

 

Decision tree model is one of the most common data mining 

models can be used for predictive analytics. The reported 

investigation depicts optimum decision tree architecture 

achieved by tuning parameters such as Min split, Min 

bucket, Max depth and Complexity. DT model, thus derived 

is easy to understand and entails recursive partitioning 

approach implemented in the ―rpart‖ package. Moreover the 

performance of the model is evaluated with reference Mean 

Square Error (MSE) estimate of error rate.DT is a 

nonparametric supervised learning method used for 

classification .DT creates a series of binary decisions on the 

features which best distinguishes classes. Min Split Min 

Bucket, max Depth, Complexity [9][24]. 

 

The quality assessment is carried out using test data set and 

eventually evaluated in terms of mean squared error (MSE) 

and correlation coefficient (r). Mean squared error is given 

by equation (3). The Yi represents the observed value, 

where, i=1, 2,…….n denote the values of the class variable 

of the i
th

 observation and denote the predicted value of 

the i
th

 observation. The difference  is termed as 

an error. Then mean square error is defined as,  

MSE = --------------------------- (1) 

The parameters described below are irrespective of tool. It is 

important to understand the role of parameters used in tree 

modeling. These parameters are available in R & Python 

[23]. 

 

1. Minimum samples for a node split 

  Defines the minimum number of samples (or observations) 

which are required in a node to be considered for splitting. 

  Used to control over-fitting. Higher values prevent a model 

from learning relations which might 

be highly specific to the particular sample selected for a tree. 

  Too high values can lead to under-fitting hence; it should 

be tuned using CV. 

2. Minimum samples for a terminal node (leaf) 

  Defines the minimum samples (or observations) required in 

a terminal node or leaf. 

  Used to control over-fitting similar to min_samples_split. 

  Generally lower values should be chosen for imbalanced 

class problems because the regions in 

     which the minority class will be in majority will be very 

small. 

 

3. Maximum depth of tree (vertical depth) 

  The maximum depth of a tree. 

  Used to control over-fitting as higher depth will allow 

model to learn relations very specific to a particular sample. 

  Should be tuned using CV. 

4. Maximum number of terminal nodes 

  The maximum number of terminal nodes or leaves in a 

tree. 

  Can be defined in place of max_depth. Since binary trees 

are created, a depth of ‗n‘ would 

     produce a maximum of 2^n leaves. 

5. Maximum features to consider for split 

  The number of features to consider while searching for a 

best split. These will be randomly 

     selected. 

  As a thumb-rule, square root of the total number of features 

works great but we should check upto 
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     30-40% of the total number of features [23]. 

Tuning parameter Description Value of 

DT Model 

Min split Minimum number of 

observations that must 

exist in a node resulting 

from a split before a spilt 

will be performed 

20 

Min Bucket This is the minimum 

number of observations 

allowed in any leaf node of 

the decision tree  

7 

Max depth This is the maximum depth 

of any node of the final 

tree 

30 

Complexity This parameter is used to 

control the size of the 

decision tree and to select 

optimal tree size.  

0.01 

Table 1: Details of tuning parameters varied in Rattle to 

obtain optimized decision tree model for stress detection 

analysis. 

 

Fig.3 shows decision tree derived in the present 

investigation represents supervised learning model for stress 

detection using eye blinks. Table 1 gives details of tuning 

parameters varied in Rattle to obtain optimized decision tree 

model for stress detection analysis. R is a popular statistical 

programming language with a number of extensions that 

support data processing and machine learning tasks [12]. 

However, interactive data analysis in R is usually limited as 

the run time is single-threaded and can only process data 

sets that fit in a single machine‘s memory[24]. 

 

 
Figure 4: Decision Tree 

 

 
Figure 5: Textual representation of decision tree 

 

 Table 2 shows Performance evaluation of the model. The 

table depicts the number of iterations carried out and 

accuracy in results in terms of the cross-validated error, 

which is the xerror column of the table. The CP (complexity 

parameter) value reveals that as the tree splits into more 

nodes, the complexity parameter is reduced. But we also 

note that the cross validation error starts to increase as we 

further split the decision tree. This tells the algorithm to stop 

partitioning, as the error rate is not improving [9][24].

    

    Table 2: Complexity table for DT model 

level CP nsplit relerror xerror xstd 

1 0.099380 0 1.00000 1.00000 0.0108791 

2 0.068711 1 0.90062 0.90212 0.0107327 

3 0.045095 3 0.76320 0.78628 0.0104444 

4 0.014747  0.71810 0.72558 0.0102404 

5 0.014533 5 0.70336 0.71532 0.0102021 

6 0.013037 6 0.68882 0.70229 0.0101518 

7 0.011862 7 0.67579 0.68391 0.0100777 

8 0.010686 9 0.65206 0.66638 0.0100036 

9 0.010000 10 0.64138 0.66296 0.0099887 

 

 
Figure 6: Decision tree model & its performance 

 

For each of these classification procedures, an estimator for 

the misclassification error, a confusion matrix, and the  

corresponding receiver-operating characteristic (ROC) is 

computed by averaging the results of ten 10-fold cross- 

validation runs. In each of one 10-fold cross-validation run 

the data is split into 70% training, 15% for tesing, 15%  for 

validation partitions/folds[9] 
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   Figure 7: Comparative Performance of Classifiers with Validation 

Data Set 

 
Figure 8: Comparative Performance of Classifiers with Test Data Set 

 
Figure 9: Comparative Performance of Classifiers with New Data Set  

 

The Predicted vs. Observed plot is relevant for regression 

models (predicting a continuous value rather than a discrete 

value). It will display the predicted values against the 

observed values. Two lines are also plotted, one being a 

linear fit to the actual points, and the other being the perfect 

fit, if the predicted values were the same as the actual 

observations. The Pseudo R-Squared is a measure that tries 

to mimic the R-Squared. It is calculated as the square of the 

correlation between the predicted and observed values. The 

closer to 1, the better[12] 

 

Risk charts are particularly suited to binary classification 

tasks, which are common in data mining. A risk chart is 

particularly useful in the context of the audit dataset, and for 

risk analysis tasks in general. The audit dataset has a two 

class target variable as well as a so called risk variable, 

which is a measure of the size of the risk associated with 

each observation. Observations that have no adjustment 

following an audit (i.e., clients who have supplied the 

correct information) will of course have a risk of zero 

associated with them. Observations that do have an 

adjustment will usually have a risk associated with them, 

and for convenience we simply identify the value of the 

adjustment as the magnitude of the risk[12]. Rattle uses the 

idea of a risk chart to evaluate the performance of a model in 

the context of risk analysis [12]. 

Caseload is the percentage of the entities in the dataset 

covered by the model at a particular probability cutoff, so 

that with a cut off of 0, all (100%) of the entities are covered 

by the model. With a cutoff of 1 (0%) no entities are 

covered by the model. A diagonal line is drawn to represent 

a baseline random performance. Then the percentage of 

positive cases (the recall) covered for a particular caseload is 

plotted, and optionally a measure of the percentage of the 

total risk that is also covered for a particular caseload may 

be plotted. Such a chart allows a user to select an 

appropriate trade-off between caseload and performance  
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                Model Area under recall curve 

Decision tree 77% 

Confusion Matrix: A confusion matrix is a table that is 

often used to describe the performance of a classification 

model on a set of test data for which the true values are 

known. 

 

Actual Class 

                             Predicted class 

 Yes No 

Yes TP FN 

No FP TN 

 

 Error Matrix 

 

 
 

IV     CONCLUSION AND FUTURE WORK 

In the present paper we have reported modeling of Eye blink 

patterns by analyzing Electro Encephalography (EEG), a 

diagnostic method which is widely used in stress detection 

analysis. The reported investigation depicts optimum 

decision tree architecture achieved by tuning the number of 

trees and choice of variables for partitioning the dataset. The 

results showcases prediction of the patterns based on the 

Characterization of mental states of operator performance by 

EEG with eye blinks data by using the Decision tree 

modeling. In terms of errors, for decision tree classifier, the 

recall accuracy is 77%, overall error is 0.4,averaged class 

error is 0.44. 

 Future Work 

We need to model the multitask performance, which is one 

of the major challenges of cognitive modeling, since 

performing multiple tasks at the same time is common in 

daily life. Accidents can occur during driving. Due to high 

stress, driver has diverted attention while driving. The 

decision-making power and slower reaction are 

consequences of accumulated stress, some thoughtless 

decisions can easily be made. To prevent this, it is necessary 

to make a software suite that can deliver an alert message to 

the driver to calm down or to be careful after recognizing 

the stress state. 
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